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Abstract 

The conventional routing optimization method of opportunistic networks mainly solves the problem of network breakage, which can not meet the 

communication conditions of nodes in complex environment. Therefore, an opportunistic network routing optimization method based on deep 

reinforcement learning is designed. Optimize the routing mechanism of opportunistic network, use routing protocol to obtain the next node, and 

transmit network data with three hop paths, and control the communication overhead ratio by reducing the number of data copies, thus ensuring 

the data transmission efficiency. Based on deep reinforcement learning, the opportunistic network congestion-aware probabilistic routing protocol 

is selected, and the redundancy of packet forwarding and caching is managed according to the contact probability of opportunistic network nodes 

and the action value of packet state, thus alleviating the congestion problem of long-term storage nodes of packets. The simulation results show 

that the optimization effect of this method is better and can be applied to real life. 

Keywords: Deep reinforcement learning; Opportunity network; Routing; Optimization method. 

Introduction 

The split, connection and interruption of  wireless network are the guarantee of  data processing. When 
wireless interruption is not handled well, the network performance will decline, and even the whole 
network will be paralyzed [1-3] . Whether it is wireless sensor networks, WSN or mobile Ad Hoc networks, 
there is a lack of  effective solutions to deal with data interruption in wireless networks, which affects 
the effect of  network data transmission. Under this condition, the opportunity network came into being 
[4-6] . Opportunistic network nodes are constantly moving, and there is no routing path between nodes. 
The initial position of  nodes is not fixed, and the routing path between source nodes and destination 
nodes is uncertain. Opportunistic network nodes transmit node data by constantly moving and meeting. 
This communication process will not be affected by network disconnection, and the transmission effect 
is better [7-9]. At the same time, the nodes of  the opportunistic network are not single, and all kinds of  
wireless communication devices can transmit data to ensure the data transmission effect. 

Opportunistic network can be used in complex network environment, and the problem of  network data 
transmission interruption can be solved by node movement, so that the application scope of  
opportunistic network can be extended to military and civil fields [10-12]. In an opportunistic network, 
when a moving node meets the next node, the nodes exchange information with each other, store the 
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exchanged information in the nodes, and transmit it again when meeting the next node. In this process, 
routing protocol blessing is needed. Choosing an appropriate routing protocol can determine whether 
the data needs to be further transmitted when transmitting information, including the transmission 
validity period of  the data, the data cache and the reply received by the node [13-15] . By judging the 
threshold of  node cache, the transmission probability of  data is determined. Therefore, based on deep 
reinforcement learning, this paper designs an optimization method of  opportunistic network routing. 

Methodology 

Optimize the opportunistic network routing mechanism. 

In opportunistic networks, the path between nodes is difficult, and there is a certain delay in data 
transmission due to the uncertainty of  node movement. There are few connections between nodes in 
the opportunistic network, and under the condition that the route is known, the nodes in the 
opportunistic network have certain additional transmission range [16-18] . In order to transmit valid data, 
a node stores the data itself  until it meets a suitable node and transmits the stored data to a suitable node. 
The process of  information interaction when nodes contact is shown in Figure 1 below. 

Figure 1: process diagram of information interaction when nodes contact. 

 

As shown in Figure. 1, after the peer-to-peer connection is established between Node A and Node B, 
the behavior of  the node itself  is similar to that of  the router, and the route is selected through the 
centralized unit [19-20]. Routing in the network is controlled by routing protocol. In this paper, the routing 
optimization method is divided into two parts: routing mechanism and routing protocol. In the 
optimization of  routing mechanism, the next node is obtained by using routing protocol, and the 
network data is transmitted by three hop paths. The communication overhead ratio is controlled by 
reducing the number of  data copies, thus ensuring the data transmission efficiency. 

Selecting opportunistic network congestion-aware probabilistic routing protocol based on deep 

reinforcement learning. 

Opportunity contact caused by node movement in opportunistic networks, the number of  data packets 
is limited, and the transmission capacity of  nodes is limited. FUDLU (Forwarding Utility Deep Learning 
Update) utility learning model of  deep reinforcement learning is used to make the information generated 
by node contact interact, thus completing the update of  node state-action value [21-23] . According to the 
contact probability of  opportunistic network nodes and the action value of  packet state, the redundancy 
of  packet forwarding and caching is managed, thus alleviating the congestion problem of  long-term 
storage nodes of  packets. Opportunistic network routing protocols are shown in Table 1 below. 
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Table 1: Opportunistic Network Routing Protocol 

Field Illustrate 
node ID The identification number of  the packet receiving node 

data packet ID The identification number of  the data packet received by the node 

Time Time of  receiving data packets 

Q value 

The state action value corresponding to the maximum introduced contact probability of  
the data packet at the receiving node 
Fill the field data into the receive confirmation message, with a blank Q value, and send it 
to node A 

Node A receives the confirmation message and parses and extracts the field data of  the 
confirmation message 

Q-value list {(d1, maxQ), (d2, maxQ),…,(dn,maxQ)} 

Contact freshness list Set of  freshness coefficients in contact with other nodes 

As shown in Table 1, the transformation of  node ID, the update of  node state-action value and the 
selection of  opportunistic network routing protocol are obtained in this paper. Among them, (dn,maxQ) 
represents a data unit of  node interaction content, and the maximum value of  contact probability Q [24] 

is introduced from the destination node data packet dn . By obtaining the Q value and Q value list, the 
node can complete the basic update. At this time, the d n return value function and discount factor 
function are replaced by the average value, and different learning coefficients are adopted in the updating 
process, thus ensuring the effectiveness of  routing [25]. In order to analyze the congestion degree of  
nodes in routing, the buffer idle ratio coefficient of  node A is defined, and the formula is as follows: 

𝐹𝑎
𝐴 =

𝐵𝑎
𝐴

𝐵𝑡
𝐴（1） 

In the formula (1),𝐹𝑎
𝐴is the buffer idle ratio coefficient of  node A;𝐵𝑎

𝐴is available cache space for point A;𝐵𝑡
𝐴is 

the initial cache space of  node A. Define the congestion coefficient of  node A, and the formula is as follows: 

𝐶𝐴 = 𝑒−𝐾+𝐹𝑎
𝐴
（2） 

In the formula (2),𝐶𝐴is the congestion coefficient of  node A;𝐾is a constant; e is the base.𝐾is an indicator 
of  regulation sensitivity of𝐶𝐴to𝐹𝑎

𝐴 . When𝐾 =1, the sensitivity of𝐶𝐴to𝐹𝑎
𝐴 is weak; When K=5, the 

threshold corresponding to the node is 0.9, and when the remaining cache space exceeds half  of  the 
total cache space, the congestion problem is not considered; When K=10, the threshold corresponding 
to the node is 0.5,𝐹𝑎

𝐴< 0.5, the closer to 0, the more sensitive the change is for𝐶𝐴right𝐹𝑎
𝐴. Therefore, 

the congestion coefficient of  node A in the adjacent area is: 

𝐶𝑁𝐴 =
1

|𝑁𝐴|
∑ 𝐶𝐹𝑏𝑦∈𝑁𝐴 （3） 

In the formula (3),𝐶𝑁𝐴is that congestion coefficient of  node a in the adjacent area;𝑁𝐴is the number of  
neighbor nodes of  node A;𝐶𝐹𝑏Is the regional congestion coefficient of  node B. Opportunistic network 
nodes constantly choose the next hop node, and the limited routing protocol also includes the 
distribution of  data packet copies. According to the source node's𝐶𝑁𝐴 , get the network resource 
allocation agreement, the formula is as follows: 

𝐿𝐴 = [𝐿𝑐 −
1

2
𝐿𝑐(𝑃′𝑠,𝐴 + 𝐶𝑁𝐴)]（4） 

In the formula (4), AL is allocating protocols for network resources; cL is the constant value of  
opportunistic network packet copy; ,'s AP is the contact probability between the source node and the 
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destination node. By adjustment AL , reducing the occupation of  network resources by redundant data, 
thus improving the performance of  the whole network. According to the routing protocol, calculate the 
data delivery rate of  network nodes, and the formula is as follows: 

𝐷𝐷𝑅 = 
𝑃𝑧

𝑃𝑚
 （5） 

In the formula (5), 𝐷𝐷𝑅 is the data delivery rate; zP is the total amount of  data sent for that source 
node; mP is the total number of  data received for the destination node. The average routing overhead 
rate is calculated as follows: 

𝐴𝑅𝑂 =
𝑊𝑚−𝑃𝑚

𝑃𝑚
（6） 

In the formula (6), ARO is the average routing overhead rate;𝑊𝑚is the amount of  data successfully 
forwarded in the opportunistic network. When the data packet is successfully transmitted to the 
destination node, calculate 𝐷𝐷𝑅、 ARO input each data into the packet ID transmission list, determine 
the best route, and alleviate the congestion problem of  network nodes to the maximum extent. 

Simulation experiment 

In order to verify whether the method designed in this paper meets the requirements of  opportunistic 
network routing optimization, a simulation experimental platform is built, and the above methods are 
simulated and analyzed. The final experimental results are presented in the form of  comparison between 
the conventional opportunistic network routing optimization method based on neural network, the 
conventional opportunistic network routing optimization method based on feedback neural network 
and the opportunistic network routing optimization method designed in this paper. The specific 
experimental preparation process and experimental results are as follows. 

Experimental preparation 

The ONE simulation platform is selected in this experiment, which has good visualization service and 
is more suitable for network environment analysis. The classic routing algorithm is embedded in the 
platform, and the network simulation software developed for java can better meet the needs of  this 
experiment. As a simulation engine, The ONE simulation platform models the node status and data 
transmission of  opportunistic networks, and each simulation node has undergone a series of  updates 
and optimizations to achieve real network simulation results. The data generated on this platform, after 
Matlab processing tools, completes the platform visualization. The basic framework of  the simulation 
platform is shown in Figure 2 below. 

Figure 2: Frame diagram of simulation platform 
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As shown in Figure 2, this simulation platform includes mobile model, event generator, simulation 
engine, external routing simulation, routing, data, visualization results and other modules. The mobile 
model is used to determine the moving route, electromechanical position information, communication 
range and other attributes of  the simulation node. The event generator generates data, and the routing 
module determines the data transmission path. The task of  visualization results is to process the data in 
the simulation process and display the simulation data in the form of  actual data, thus ensuring the 
effectiveness of  the experiment. In this experiment, network size, node movement model, node 
communication mode, transmission range, data generation interval, number of  nodes, movement rate, 
data size, transmission speed, buffer size and Tcast are selected as simulation parameters, and three sets 
of  simulation parameter values are obtained respectively for three sets of  simulation experiments. The 
simulation parameters are shown in Table 2 below. 

Table 2: Simulation Parameter Table 

Parameter First set of  values 
Second set of  

values 

Third set of  

values 

network size 1000m×1000m 1000m×1000m 1000m×1000m 

Node Movement Model Random Way Point Random Way Point Random Way Point 

Node communication method Bluetooth Bluetooth Bluetooth 

Opportunity Network Node Data 

Transmission Range 
10m 30m 60m 

Data generation interval 25s~35s 25s~35s 25s~35s 

Number of  Opportunity Network 

Nodes 
30~300 each 30~300 each 30~300 each 

Node Movement Rate 0.5m/s~1.5m/s 0.5m/s~1.5m/s 0.5m/s~1.5m/s 

Opportunity Network Node 

Transmission Data Size 
100KB~200KB 500KB~1MB 2MB~5MB 

Transmission speed 2Mbps 2Mbps 2Mbps 

Cache size 50Mb 50Mb 50Mb 

Tcast 50s~170s / / 

As shown in Table 2, three groups of  simulation parameters are selected in this experiment, and each 
group of  simulation parameters is tested once, and the average value of  the experiment is taken as the 
final result of  this experiment, thus ensuring the authenticity and effectiveness of  this experiment. The 
simulation time of  the first group of  experiments is 21000 s and TTL is 150min. The simulation time 
of  the second group of  experiments is 43200 s and TTL is 300min. The simulation time of  the third 
group of  experiments is 62430 s and TTL is 450min. 

Results and Discussion 

Under the above experimental conditions, this paper randomly selects 30~300 opportunistic network 
nodes, and takes data delivery rate (DDR), average routing overhead rate (ARO) and average delay (AED) 
as the optimization performance indicators of  the opportunistic network routing optimization method. 
When other conditions are known, the optimization performance of  the conventional opportunistic 
network routing optimization method based on neural network, the conventional opportunistic network 
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routing optimization method based on feedback neural network, and the optimization performance of  
the opportunistic network routing optimization method designed in this paper are compared. The 
specific experimental results are shown in Table 3 below. 

Table 3: Experimental results 

Number of  

Opportunity 

Network 

Nodes 

Conventional neural network-

based optimization method 

for opportunistic network 

routing selection 

A Conventional Optimization 

Method for Chance Network 

Routing Based on Feedback 

Neural Networks 

The optimization method for 

opportunistic network routing 

based on deep reinforcement 

learning designed in this 

article 

DDR/% ARO/% AED/ms DDR/% ARO/% AED/ms DDR/% ARO/% AED/ms 

30 84.32 32.47 1927 84.36 21.62 1536 96.24 9.62 921 

60 72.47 43.56 1864 85.67 25.48 1422 97.28 12.54 836 

90 65.34 49.67 1542 88.42 28.72 1345 95.63 13.67 762 

120 58.42 58.92 1361 86.54 34.21 1221 98.74 15.36 654 

150 51.54 67.34 1136 87.33 37.54 1058 99.99 18.72 543 

180 50.62 72.45 948 85.61 42.47 985 98.95 21.54 422 

210 48.36 83.62 921 88.72 45.65 916 97.67 25.36 314 

240 45.47 88.77 856 86.47 49.58 852 96.32 26.41 208 

270 42.94 95.43 847 87.22 52.36 763 98.88 28.74 156 

300 39.44 98.21 832 85.43 55.47 624 99.99 29.36 94 

As shown in Table 1, DDR is the data delivery rate of  opportunistic networks. The greater the DDR 
value, the higher the correctness of  data transmission between nodes of  opportunistic networks and the 
better the routing optimization effect of  opportunistic networks. ARO is the average routing overhead 
rate of  opportunistic network nodes during data transmission. The smaller the ARO value, the smaller 
the routing overhead of  nodes for correctly transmitting data, and the less network resources are 
consumed for each successful data transmission, which plays an important role in improving network 
robustness. AED is the end-to-end average delay in the process of  data transmission of  opportunistic 
network nodes. The smaller the AED value, the shorter the average time required for data to be received 
by the destination node, which means that the opportunistic network has stronger routing ability, higher 
transmission efficiency, less network resource occupation and higher resource utilization, and can adapt 
to the scene that needs rapid data transmission and ensure the data transmission quality. In this 
experiment, 30~300 nodes were selected. The more nodes, the larger the ARO value and the smaller the 
AED value. Only when the ARO value, DDR value and AED value all meet the optimization 
requirements, the data transmission effect of  opportunistic routing can be ensured. 

When other conditions are the same, the DDR value changes in the range of  39%~85% after using the 
conventional opportunistic network routing optimization method based on neural network, and the data 
delivery rate is relatively low; The ARO value varies from 32% to 99%, and the routing overhead rate is 
relatively high. The AED value varies from 830 ms to 2000 ms, and the average delay is relatively high. 
It can be seen that after using this method, the routing ability of  opportunistic network selection is weak, 
the data transmission efficiency is low, and the network resources occupied by each data transmission 
increase accordingly, which can not meet the demand of  opportunistic network reason selection 
optimization. After using the conventional opportunistic network routing optimization method based 
on feedback neural network, the DDR value changes in the range of  84%~89%, and the data delivery 
rate is relatively stable, and it does not decrease with the increase of  nodes, which can meet the basic 
needs of  data delivery. The ARO value varies from 21% to 56%, and the routing overhead rate is better 
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than the conventional optimization method based on neural network. AED value varies in the range of  
620ms~1600ms, and the average delay is reduced. Thus, after using this method, the routing has been 
optimized and the performance of  data transmission has been improved. However, this method is more 
inclined to increase transmission nodes, and the routing overhead increases accordingly. The more nodes, 
the greater the overhead, which cannot meet the requirements of  routing overhead optimization and 
needs to be further optimized. After using the routing optimization method of  opportunistic network 
based on deep reinforcement learning designed in this paper, the DDR value changes in the range of  
95%~100%, and the DDR value is relatively stable, and when the number of  nodes is 150 and 300, it 
infinitely approaches 100%, and the success rate of  data delivery is higher. The ARO value varies in the 
range of  9%~30%, and the routing overhead rate is relatively small, so the resources consumed by 
correctly transmitting data between nodes are reduced and the data value is higher. The AED value 
varies from 90 ms to 950 ms, and the average time delay is lower than that of  the above two methods. 
Thus, using the method designed in this paper, the data transmission quality of  opportunistic networks 
is higher, and the routing optimization effect is better, which can adapt to various network environments 
and provide higher quality data transmission guarantee for opportunistic networks. 

Conclusion 

In recent years, wireless network technology has gradually penetrated into people's lives, providing 
convenient and fast data services for people's work and life. Opportunistic networks constantly move 
through nodes to complete data transmission. There is no need to choose a routing path between the 
source node and the destination node, thus improving the data transmission efficiency. In order to meet 
the transmission effect of  opportunistic network data in complex network environment, this paper 
combines the advantages of  deep reinforcement learning, and designs an optimization method of  
opportunistic network routing. From two aspects of  routing protocol and routing mechanism, the 
optimal route is selected, so that the task of  the highest delivery success rate can be completed with the 
lowest overhead in the data transmission process of  the opportunistic network, and the use quality of  
the opportunistic network is really improved. 
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