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Abstract

Survey sampling focuses significantly on auxiliary information to provide precise parameter estimates (mean, variance,
distribution function, etc.) in order ensure the best possible result. To find the mean value of an investigated variable in the
population, this study makes use of additional information. The primary objective of this research is to create an improved
estimator of a finite population's mean by using information from an auxiliary variable in stratified random sampling. Up to
the first order of approximation, the bias and mean square error (MSE) expressions of the suggested estimator are inferred.
We show that these proposed estimators perform well during the estimation process by doing a thorough analysis utilizing
criteria like percentage relative efficiency and mean square error. In addition, we conduct a thorough simulation study to
demonstrate that our suggested estimate exceeds other estimators that have been addressed in the literature, including
conventional unbiased estimators and traditional regression estimators. Our proposed estimator appears to be the best
option when compared to numerous other methods. In addition to making significant advancements in the area of survey
sampling methods, the study findings give crucial information for predictive modeling on real data sets.

Keywords: Auxiliary varaible, bias, MSE, PRE, stratified random sampling.
Mathematical subject classification: 62D05

1.Introduction

In sampling theory, improving the accuracy of population mean estimation has been a subject of discussion. Despite the
variety of estimators that have been offered for improving estimation of the population mean in stratified random sampling,
a more exact mean estimate is still required. Sampling is an easy and reliable way to get statistically significant data from huge
populations, which can help with making decisions based on characteristics shared by the whole. Conclusions can be drawn
from the sample since it provides the most accurate representation of the population at large. Developing an estimator or
estimators with auxiliary data centered on real population characteristics and strongly correlated with the study variable is the
aim of this research. Estimators like these find usage in a wide range of fields, including sociology, marketing, agriculture,
economics, industry, and medical. Various sampling processes can make use of auxiliary vatiables. Some examples of these
methods include stratified sampling, cluster sampling, simple random sampling, multi-stage sampling, and two-stage
sampling. Using an auxiliary variable that correlates positively with the study variable enhances the effectiveness of the ratio
type estimators, as has been well-established in the literature for some time. In order to get more representative samples
from various populations using appropriate sampling methods, the idea of stratification is used. Stratified sampling allows us
to divide the total population into several groups, all of which will remain very similar to each other. It is common practice
to sample each stratum using Simple Random Sampling.

In order to conduct sutrveys, the stratified random sample technique's mean estimate approach is necessary. It comprises
dividing the population into similar groups, or strata, defined by shared characteristics. In order to provide reliable estimates
of population metrics, this technique is employed. Each stratum is sampled separately using random sampling techniques.
When compared to the traditional random sampling method, this one provides more accurate findings with a less
unpredictable sample procedure. With stratified sampling, estimates are improved because each stratum of the population is
considered for their unique characteristics. To achieve this, samples are collected with a major emphasis on each stratum.
Think of this made-up city as having a middle class, a rich class, and a destitute class with different levels of income. Our
understanding of the subject will be enhanced by this. In order to get a better look at the average family's income,
statisticians use stratification and sample allocation procedures after the population is sorted into income-based categories.
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Researchers and policymakers might perhaps make better use of their resources and come up with more precise estimations
if they follow this approach. Knowing one's demographic categories is crucial in situations like these. With auxiliary data
playing such a pivotal role in survey sampling, this work aims to investigate its potential applications in enhancing population
parameter estimations. We aim to fill this knowledge gap by using a stratified random sample framework with auxiliary data
to improve the efficiency and accuracy of the estimate. The accuracy of the mean estimate can be enhanced with the help of
auxiliary data when dealing with complex sample schemes. When estimating population parameters, auxiliary information
refers to any extra data that can make estimators more accurate and efficient. Researchers like [7] were among the first to
apply ratio estimators and make use of auxiliary data. Stratified random sample with auxiliary data for population mean
estimation is discussed in several notable publications, such as [1-6], [9], and [13-20].

The rest of the paper follows this format: Section 2 consists of notations and symbols. In Section 3, we discuss existing
estimators in the context of stratified random sampling. Section 4 presents the estimators that are suggested. Numerical
investigations are covered in Section 5. The simulation study is included in Section 6. A detailed analysis of the numerical
outcomes is presented in Section 7. The paper concludes with its final conclusions in Section 8.

2. Methodology
Consider a finite population of distinct and identifiable units, £ = {§;, §,,...,8n} of size N, are separated into L
homogeneous strata of size N (h=1, 2,..., L), such that Y% _; N, = N. A simple random sample of size ny, is drawn without
replacement from the A" stratum such that Yk_; n,=n. Let Y and X be the study and auxiliary variables respectively,
assuming values Yy, and Xy, for the it" unit in the h"* stratum.
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3. Literature review
This section include some adopted existing estimators under stratified random sampling, which are given by:
(i)  The usual estimator is:

Yisry = Xhoy Wi V.
The variance of 7“, is given by
Var (Yisy) = V2 ®), )
(i) [7] suggested the ratio estimator:

5 _ X
YR(ST) = y(ST) (%) (2)

The bias and MSE of ?R, are given by:
Bias(YR(ST)) =Y(®o20 — W110)s

and

MSE(YR(ST)) = V2(W200 + Woz0 — 2W110) ©)
(i) The usual product estimator ?P(s’[‘) , which is given by:

PS _ X

YP(ST): YT ( (;T)) )

The bias and MSE of }A’p(ST), are given by:
BiaS(YP(ST)) =YWy,
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and
MSE(VP(ST)) = V2(W200 + Woz0 + 20110) 5)
(iv) 'The difference estimator ?di 7 > 1s given by:
Yaipesmy = Fesmyt d (X = Zemy) ©)
d _ Y®110

oPt T XWoz0

5 72 (02000020~®110)

Var(Yaif (st))min = 20(19002200 e ™)
(v)  [10] proposed the following estimator:
YR,D(ST) =01 ¥y T Q2 (X - JZ(sr)) , ®)

where Q; and Q, are constants.

The bias and MSE of YR'D(ST) , given by:

Bias(YR,D(ST)) =Y Q- 1),

and

MSE(YR,D(ST)) =Y?2-20Q,77 +QFfY?+ QFY? W50 - 201Q2 YX W11 + Q3X*Woz0.

The optimum values of @Q; and @, are given by:
@oz0

QlOPf " (Woz0W200-W1102+Woz0) *
and

_ Y0110
onpt -

X(02000020-W110°+Wo20)

The minimum MSE of YR'D(ST) is given by:
~ 72 2
MSE(YR,D(ST)) _ 7*(®2000020~W01) ©)

min  (®200W020~®110°+®o20)
(vi) [11] suggested the following exponential type estimator, which is given by:

a(X-%(s1)) ) ’

a()?+f(s'['))+2b
The bias and MSE of 7Singha is given by:
Bias( ¥ ) =7 (2 620020 —260)110)
Singh(ST) s 020 —;0W110) >
and
A - 2 2
MSE(YSingh(ST)) = (4W200 + 0°Woz0 — 400110 )- oy
(vil) The suggested estimator of [12], is given as:
Y _ _ — _ a()?—.f(gT))
Yorisry = {1Z1Vsry + Zo(X — x(sr))}Cxp(ia(ﬂf(sn)”b )
The bias and MSE of YGk(ST) are given by:
. (& = 3 =8 = 0 o
BlaS(YGk(ST)) =Yz, -1+ 3 6%Z,Y + 5 Z2X Woz0 =5 ¥ W110Z1,
and

MSE(YGk(ST)) = Z2X2W 00 + 22 V2000 + 20217, VX Wogo — 2212,V XW11e + Y2 — 2 Z, 72+

min

Ysingnesty = V(ST)CXP< (10)

(12)

92212722 Z172®110 - 922?)?(1)020 - 921272(1)110 - iiz Zl YZ(I)OZOJFGZZ% sz(1)020

(13)
The optimum values of Z; and Z; are given as:
Zl(opt) _ (1)020(920)020—28)

8(-®200Wo20—W110°~Wo20) ’
Zz(opt) _ 7(92U)(ZJzo—92(X)ozo(l)(_)zo+49(’)200(’)020—:’9(’)1102 — 400)020+8W110)
R 8X(®W200W020~®W110%+Wo20) ’

The minimal MSE of YGk(ST) , are:

& _r? _ 2 @020 (=8+6%Wg20)* )
YGK(ST)min 64 (64 166" Woz0 ®020(1+®W200)-Wi1o 19

4. Proposed Estimator

Efficiency gains for estimators are possible with the use of auxiliary variables introduced during the design or estimate stages.
When the study and the auxiliary variable are correlated, ratio type estimators produce strong results. Alternatively, when a
negative result occurs among the study and auxiliary variables, the product type estimators provide efficient results.
Following the work of [1], we introduced a novel improved class of estimators for population mean under stratified random
sampling by combining product and ratio exponential type estimators. More efficient outcomes, such as higher PREs and
minimal MSEs, are produced by this class of estimators. The suggested class of estimators is given by:
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1( X | Xsm X—%X(s1) *(sm)—X G = a(X—%(st))
Tprop [Q1Y(ST) { (x(m T3 ) <exp ()?H?(sr)) + exp (X(ST)JrX))} +0,(X x(sr))]exp[ia(x_x(m)”b
(15)
\X/here Q4 and (), are constants.
-, 7(1 1 0,%e,|[1-2 0g, +2 02e2 1

prop_ 1 ( +€0)( + = 51)_ 2 81][ _E £1+g 51] (6)
By expressing (16), we have

« S_T.T 1 1 1 2N .2 1 2
Toop — V=47 [(!21 1) +0, {80 — > 0e, — > B0, +5 (5 +360%)e — 0,R (81 -2 egl)}] 17)

Table 1: Some members of the proposed and exlstlng estimators for different choices of z and &

a B TSmgh TGrover TProposed
1 CX(ST) Tsinghl TGroverl TProposedl
1 ﬁx(ST) TSinth TGroverz TProposedZ
ﬁx(ST) CX(ST) 7_"Singh3 TGroverS TProposedS
CX(ST) ﬁx(ST) 7_"Singhz} TGroveM TProposedzl-
1 = =

Pyx(sT) Tsingns Terovers | Tproposeas

CX(ST) Pyx(sT) Tsingne | Tcrovers | Tproposeds

Pyx(sT) CX(ST) 7_"Singh7 TGroveﬂ TProposed7
ﬁx(ST) Pyx(sT) TSinghS TGroverS TProposedS
Pyx(sT) ﬁx(ST) 7_w.s‘inghQ TGrover9 TProposedQ
1 NX(ST) TSingth TGroverlO TProposedlo

From (17), the bias of 7%57"017 is given by:

. (B = 1 1 1
BlaS(Tprop): Y [(-Ql -+ {5 G+ 392)@02 3 001 + E-Qz R(ST) (1)02}]
Squaring and taking expectation of (17), we have:
MSE(Tp*rOp):YZ [1 + Q%Al(ST) + 'Q%Bl(ST) - 2Q1C1(ST) - Z‘QZD].(ST) + Z‘QI'QZE].(ST)] (1 8)
where

Aismy= l"'[(1)20 ( )(1)02 - 29(1)11]

Ysmy
X(sTy

54362
Cismy= 1+( )(1)02 = 001,

02
Dy=Resr) (222) By = R(m (0G)oz — W11).
Differentiate (1 8) w.r.t {21 and (21, we got the minimum MSEs, which are given by:
Bi(styCi(sTy—DisTE1(sT) 0 A1sT)D1csTy—CasTEr(sT)
2(opt)_ _g2
A1(sT)B1(sT)~ El(ST) Ai(sT)Bi(s)~E1(sT)
Putting the values of {24 (opr) and 24 (opy) in (18), we get the minimum MSEs, which are given by:

2 52 _Aluf+Blcf—zclulEl]
MSE(Tyrop) =¥ 1 e (19)

Bl(ST)_R(ST) (o2, where R(sry=

-Ql(opt)_

5. Numerical study

This section numerically examines the performance of the suggested and modified mean estimators. Two populations are
considered in the present circumstance. Tables 2 and 3 display the summary statistics for these populations.

Population-I: [Source: [8]]

Y'is the no. of instructors and

X is the no. of the trainees in 2007 for 923 districts in six regions.

Population-II: [Source: [8]]
Y is the no. of instructors and

X is the no. of the schools in 2007 for 923 districts in six regions.

Table 2: Summary statistics of Population-I

H N b ny Wh )L/) Yh X h S b S xh R_)/X b 1{)/ %b

1 | 127 | 31 | 0.1375 0.0244  0.0390 | 704 | 20805 883.83 | 486.75 | 0.9366 0.9956 | 0.8239  0.6584
117 | 21 | 0.1267 0.0248  0.0204 | 413 | 9212 644.92 | 5180.77 | 0.9937 0.9834 | 0.6337  0.6360
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3 110312901115 ] 0.0406 74 114309 [ 1033.46 | 27549.7 | 0.9893 0.6595
4 (170 | 38 | 0.1841 | 0.0207 425 | 9479 810.58 | 8218.93 | 0.9651 0.5863
5 | 205 | 22| 0.2221 267 | 5570 403.65 | 8497.77
6 | 201 [39]02177 394 | 12998 | 711.72 | 3094.14
Table 3: Summary statistics of Population-11
HIN i (W) 5 Y | X5 1S A Ry Ryzh
11127 [310.1375(0.0244 704498(883.83 [55.58 65.45(0.9366 0.9956{0.8239 0.6584
2117 [21/0.1267(0.0391 413[318]644.92 [12.95 0.9937 0.6337
3103 [29/0.1115(0.0248 574[431[1033.461458.02  [0.9834 0.6360
4170 [38/0.1841(0.0204 0.0406 425311/810.58 [60.85 0.9893 0.6595
51205 201[22(0.2221(0.0207 267[227410.65 [97.05 0.9651 0.5863
6 39(0.2177 394314(711.72
Table 4: MSE using Population I
Estimators | MSEs Estimators | MSEs Estimators | MSEs Estimators | MSEs
Yisr) 2229266 | Ysmgn1 | 602.6083 | Torovern | 192.9409 | Yproposear | 172.4814
Yeesmy 2164183 | Yomgnz | 6043442 | Yoroverz | 1929546 | Yoroposeaz | 172.5040
Yosry | 9205298 | Ysingns | 6024519 | Yorovers | 192.9485 | Yoroposeas | 172.4794
Yairsry | 194.2832 | Ysingna | 6034636 | Yorovers | 192.9518 | Yoroposeas | 1724926
Yepesry | 194.0853 | Ysingns | 6025282 Yorovers | 192.9487 | Yproposeas | 172.4804
Ysingne | 602.4893 Vorovers | 192.9486 | Yeroposeds | 172.4798
Ysingny | 602.6161 Yorovers | 192949 | Yproposear | 1724815
Yoingns | 602.4481 Yorovers | 192.9485 | Yoroposeas | 172.4793
Ysingno | 604.4351 Yorovers | 192.9549 | Yproposeds | 172.5052
Yoinghio | 2226.8349 | Yoroverio | 194.0853 | Yproposeaio | 178.5637
Table 5: MSE using Population 11
Estimators | MSEs Estimators | MSEs Estimators | MSEs Estimators | MSEs
Yismy 2229.266 | Ysingn1 | 881.4006 | Tgrovern | 101.1277 | Yproposear | 95.18579
Yresm) 1932885 | Ysingnz | 920.0258 | Yoroverz | 1011611 | Yproposeaz | 95.32489
Yp(sm) 6936.636 | Ysingns | 877.6357 | Yorovers | 101.1242 | Yoroposeas | 95.17167
Yairsry | 1015021 | Ysingna | 909.7116 | Yorovera | 101.1525 | Yproposeas | 95.28874
Yepisry | 1014481 | Ysimgns | 8803402 | Yorovers | 101.1267 | Yproposeas | 95.18182
Yoinghe | 879.6034 | Yorovers | 101126 | Yoroposeds | 95.17906
Yoingn7 | 881.4854 | Yorovers | 1011278 | Yoroposeaz | 95.18611
Yoingns | 877.5616 | Yerovers | 101.1242 | Yproposeas | 95.17139
Yoingno | 920.8959 | Yorovers | 1011618 | Yproposeas | 95.32791
Yoingnio | 2227.442 | Yoroverio | 101.4481 | Yproposearo | 96.94195
Table 6: PRE using Population 1
Estimators | PREs Estimators | PREs Estimators | PREs Estimators | PREs
Yism) 100 Vsingn1 | 369.9362 | Tgrover: | 11553655 | Yproposed1 | 12924676
Yeesmy 1030.073 | Ysingnz | 368.8736 | Yoroverz | 11553318 | Yoroposeaz | 1292.2979
Ypismy 2421721 | Ysingns | 3700323 | Ygrovers | 11553686 | Yproposeas | 1292.4829
Yairsry | 1147431 | Ysingna | 3694119 | Yorovers | 11553489 | Yproposeaa | 1292.3839
Yepesty | 1148.601 | Ysingns | 369.9854 | Yorovers | 1155.3671 | Yproposeas | 1292.4754
Ysingns | 3700093 | Yorovers | 1155.3679 | Yoroposeas | 1292.4792
Yoingnz | 369.9314 | Yorovers | 1155.3654 | Yproposear | 1292.4668
Ysingns | 370.0345 | Yrovers | 1155.3687 | Yproposeas | 1292.4833
Ysingno | 368.8181 | Yorovers | 1155.303 | Yeroposeas | 1292.2891
Ysinghlo 1001092 YGTO'UQTIO 11486014 VPTOposedlo 12484431
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Table 7: PRE using Population II

Estimators | PREs Estimators | PREs Estimators | PREs Estimators | PREs

¥isr) 100 Voingni | 2529232 | Torovers | 2204408 | Yoroposear | 2342.016
Vasry | 1153336 | Voingnz | 2423048 | Yroverz | 2203.679 | Voroposeaz | 2338.598
Vosry | 3213757 | Voingns | 2540082 | Verovers | 2204.483 | Yeroposeas | 2342.363
Yarsry | 2196275 | Voingna | 245052 | Vorovers | 2203.866 | Voroposeds | 2339.486
Vepisry | 2197445 | Ysgns | 2532278 | Varovers | 2204429 | Veroposeas | 2342.113
Voingne | 2534399 | Verovers | 2204443 | Voroposeas | 2342.181
Voingns | 252.8988 | Vrovers | 2204406 | Voroposeas | 2342.008

Voingns | 2540296 | Verovers | 2204484 | Yoroposeas | 234237
Vsingno | 2420758 | Verovero | 2203.664 | Yproposeas | 2338.524
Voimgnio | 100.0819 | Varoverso | 2197.445 | Voroposeaio | 2299.589

6. Simulation study

We have produced two populations of sizes 1200 and 2000 respectively, from normal distribution. The population I consists
of six strata of equal sizes and population II consist of four strata of unequal sizes. The characteristic of both populations are
given below.

Population I

X =N(,10), Y= X+ N(, 1), N = 1200, »=300

N;=200, N,=200, N3=200, N,=200, N5=200, Ng=200

n, =50, n,=50, n3=50, n,=50, n5=50, ng=50

Population II

X=N(@3,7),Y =X+ N(@,1), N= 2000, »=600

N; =500, N,=500, N3=500, N,=500

n,=200, n,=150, n3=150, n,=100

Following populations are used in simulation study algorithm to investigate the performance of the proposed estimator over
the existing estimators

Table 5: MSE using simulated Population 1

Estimators | MSEs Estimators | MSEs Estimators | MSEs Estimators | MSEs
Vsry | 02175383 Voimgn: | 090536901 | Tarovers | 0.002497143 | Voroposeas | 0.001667290
Yoy | 0002521325 | Voingnz | 0104679918 | Veroverz | 0002501332 | Yproposedz | 0.001707072
Vosry | 0.87469 Vsingns | 0070982010 | Yarovers | 0002487206 | Voroposeas | 0.001593614
Vairesry | 0002479927 | Voingna | 0.087056073 | Yerovers | 0002495792 | Voroposeas | 0.001655956
Vepsm | 0002479663 | Vsingns | 0.077467466 | Yorovers | 0.002491206 | Yoroposeas | 0.001620945
Voingns | 0069437500 | Virovers | 0.002486123 | Voroposeas | 0.001586607
Voingnz | 0090666975 | Yrovers | 0002497190 | Yoroposeaz | 0.001667701
Vsingns | 0065584647 | Verovers | 0002483172 | Voroposeas | 0.001568204
Voingno | 0.104848904 | Varovers | 0.002501371 | Voroposeas | 0.001707493
Vsingnio | 0227887105 | Veroverso | 0002508170 | Yoroposeato | 0.001826122
Table 6: MSE using simulated Population 11
Estimators | MSEs Estimators | MSEs Estimators | MSEs Estimators | MSEs
Vs 01832313 | Vsimgns | 012011631 | Terovers | 0.07712684 | Yproposear | 0.07651846
Vasry | 007741117 | Voingno | 012645562 | Yorovers | 0.07713740 | Yoroposeaz | 0.07653746
Vo) | 05050382 | Voingns | 0.10970820 | Yorovers | 0.07710331 | Yoroposeas | 0.07647670
Vairory | 007740024 | Ysingna | 011678600 | Yorovers | 007712026 | Yoroposeas | 0.07650672
Vepsry | 007676882 | Vemgns | 011263376 | Varovers | 007712697 | Voroposeas | 0.07651869
Voingns | 010663461 | Verovers | 0.07709437 | Voroposeas | 0.07646958
Voingnz | 012018505 | Verovers | 007712697 | Voroposear | 0.07651869
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Voingns | 010663461 | Verovers | 007709437 | Voroposeas | 0.07646104
Vsingno | 012654091 | Varovers | 0.07713753 | Yroposeas | 0.07653769
Vsingnio | 018317782 | Yaroverto | 0.07717051 | Yproposeato | 0.07659820
Table 7: PRE using Simulated Population I
Estimators | PREs Estimators | PREs Estimators | PREs Estimators | PREs
Yy | 100 Vsingn1 | 2519141 | Torovers | 9133.4481 | Voroposear | 13679.3934
Vesry | 8627.936 | Vsingnz | 2178787 | Veroverz | 9118.1513 | Yoroposeaz | 13360.6095
Vosry | 24.87033 | Voimgns | 3213141 | Yorovers | 9169.9387 | Voroposeas | 14311.8196
Varsmy | 8771963 | Vsingna | 2619866 | Verovera | 9138.9866 | Yoroposeas | 13773.0235
Vet | 8772897 | Ysigns | 2944142 | Varovers | 91552150 | Yoroposeas | 14070.5123
Vsingne | 3284612 | Verovers | 9173.9314 | Vproposeas | 14375.0256
Voiany | 2515527 | Verovers | 9133.2738 | Vproposear | 13676.0252
Voingns | 347.7570 | Verovers | 9184.8323 | Vproposeas | 14543.7189
Vsingno | 2175275 | Verovers | 9118.0069 | Vproposeas | 13357.3154
Vsingnio | 1000825 | Yeroverto | 9093.2909 | Yproposeato | 12489.5967
Table 8: PRE using simulated Population II
Estimators | PREs Estimators | PREs Estimators | PREs Estimators | PREs
Ysry | 100 Voimani | 1525449 | Tarovers | 2375714 | Voroposear | 239.4602
Vesy | 236.6987 | Voingnz | 1448977 | Veroverz | 237.5388 | Yoroposeaz | 239.4008
Vosry | 3628067 | Ysingns | 1670169 | Varovers | 237.6439 | Yoroposeas | 239.5910
Varery | 2367322 | Vsingna | 156.8949 | Vorovera | 237.5916 | Voroposeds | 239.4970
Vepsty | 238.6793 | Vemgns | 1626788 | Verovers | 237.6206 | Yoroposeas | 239.5492
Voimgns | 1692426 | Vorovers | 237.6564 | Vproposeds | 239.6133
Voingny | 1524576 | Verovers | 2375710 | Vproposear | 239.4595
Vsingns | 171.8310 | Verovers | 237.6714 | Vproposeds | 239.6401
Vsingno | 144.8000 | Verovers | 237.5384 | Voroposeas | 239.4001
Vsingnio | 1000292 | Veroverto | 237.4369 | Yoroposedro | 239.2109

7. Discussion

We used two real data sets and a simulated study to evaluate the estimators suggested for the stratified sampling strategy for
population mean estimation with the help of auxiliary variable information. We also considered the fact that the populations
in Scenario I and Scenario II had different sample sizes. We compared the modified stratified estimators to the proposed
family of estimators in terms of mean square error and percentage relative efficiency. The minimum MSE of the proposed
class of estimator is shown in Equation 19. Table 2 and Table 3 show the summary statistics of the mentioned population.
The numerical findings can be found in Tables 4—7, which demonstrate that the MSEs and PREs of various estimators are
changes by the choices of z and 4. Furthermore, it is seen that the proposed estimators perform better than the existing
ones on both actual data sets and simulated studies when considering MSEs and percentage relative efficiency.

8. Conclusion

The primary objective of this research is to introduce a new method for estimating population means in heterogeneous
settings by using data from auxiliary sources. By deriving and comparing the bias and MSE of the novel estimator/method
with those of existing estimators, the mathematical effectiveness of the study can be evaluated. Applying the proposed
estimator to real datasets proves its practicality. Furthermore, we constructed a simulation to determine how well our
proposed estimator worked with different artificially generated data sets. We have calculated the bias and mean squared
errors (MSEs) both the empirical and theoretical of all the estimators. Through the numerical assessments, we show that the
recommended estimator perform well as compared to existing estimators.

This estimator is highly recommended for use in sample surveys carried out in many different domains, such as agriculture, e
ducation, health sciences, and fisheries. In addition to ratio, product, difference and exponential estimators, we suggest
including them in studies that use stratified random sampling. An extensive number of additional information operating
under various sampling frameworks can be incorporated into the approach using an extension.
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